Introduction To Partial Fine-tuning: A Comprehensive Evaluation Of End-to-end Children’s Automatic Speech Recognition Adaptation

Thomas Rolland\textsuperscript{1,2}, Alberto Abad\textsuperscript{1,2}
\textsuperscript{1}INESC-ID, Lisbon, Portugal
\textsuperscript{2}Instituto Superior Técnico, Universidade de Lisboa, Portugal

thomas.rolland@inesc-id.pt, alberto.abad@inesc-id.pt

Abstract

Automatic Speech Recognition (ASR) encounters unique challenges when dealing with children’s speech, mainly due to the scarcity of available data. Training large ASR models with constrained data presents a significant challenge. To address this, fine-tuning strategy is frequently employed. However, fine-tuning an entire large pre-trained model with limited children’s speech data may overfit leading to decreased performance. This study offers a granular evaluation of children’s ASR fine-tuning, departing from conventional whole-network tuning. We present a partial fine-tuning approach spotlighting the importance of the Encoder and Feedforward Neural Network modules in Transformer-based models. Remarkably, this method surpasses the efficacy of whole-model fine-tuning, with a relative word error rate improvement of 9% when dealing with limited data. Our findings highlight the critical role of partial fine-tuning in advancing children’s ASR model development.

Index Terms: speech recognition, children speech, transfer learning, over-parameterisation

1. Introduction

The success of end-to-end Automatic Speech Recognition (ASR), particularly Transformer-based architectures, has led to state-of-the-art performances across various adult speech datasets [1, 2]. This paradigm integrates all components of the traditional Hidden Markov Model (HMM)-based ASR pipeline into a unified neural network, encompassing language, pronunciation, and acoustic models. However, this unification of components results in a substantial increase in the number of parameters, posing significant challenges when training end-to-end ASR models from scratch with small-sized speech datasets like children’s speech [3, 4]. Indeed, children’s ASR typically underperforms adult ASR due to the high intra- and inter-speaker acoustic variability present in children’s speech. This variability is primarily caused by the developmental changes in their speech production apparatus [5, 6]. These changes encompass shifts in fundamental and formant frequencies, as well as alterations in temporal and spectral characteristics [5]. Additionally, the limited linguistic and phonetic knowledge of children presents another challenge for ASR systems [7]. In response to these challenges, researchers have explored various techniques, including pitch-normalised features [8], Vocal Tract Length Normalisation (VTLN) [9], multi-task learning [10], and synthetic data augmentation [11].

In this context, Transfer Learning (TL) has emerged as a promising strategy for addressing the challenges of children’s ASR. Typically, TL involves adapting a pre-trained adult ASR model to children’s speech through a re-training phase, leveraging knowledge acquired during pre-training. This fine-tuning approach eliminates the need to train an ASR model from scratch, making it more manageable for limited-size children’s speech datasets. Notably, TL has shown promising performances across both traditional HMM-based [12] and end-to-end paradigms [13, 4, 3].

However, with the recent increase in model size, exemplified by models like Whisper [14] and HuBERT [15], which can encompass billions of parameters, it is crucial to assess TL performance when a large-size pre-trained model is used for fine-tuning with limited data. Indeed, research has highlighted the interconnected nature of the training dataset size and the number of tunable parameters, identifying them as mutual bottlenecks that influence model performances [16]. Therefore, using TL on such large models on relatively small datasets may lead to overfitting and recognition performance drop. Additionally, the issue of over-parameterisation in large Transformer-based models further complicates the fine-tuning of large ASR pre-trained models. Over-parameterisation was initially recognised in the context of Natural Language Processing (NLP) models, where certain components or layers of the architecture can be removed without compromising performance or even resulting in slight gains [17, 18]. Therefore, it is essential to investigate which components are important to fine-tune, avoiding training unimportant parameters, which can be problematic, especially for small dataset tasks such as children’s speech. While these ablation studies have been explored in other domains [19, 20], their application in speech tasks remains relatively unexplored [21]. However, recent success of distillation and pruning techniques for speech models also suggest the presence of over-parameterisation in ASR models [22, 23].

While previous work using TL solely focused on fine-tuning the entire model [13, 4, 3], our work investigates a granular fine-tuning process, which we refer to as partial fine-tuning. With this partial fine-tuning, we aim to pinpoint the specific components of Transformer-based end-to-end models that yield the most significant contribution for adapting to children’s speech during TL. Through our experimentation, we provide valuable insights and recommendations that can guide future children’s ASR developments. While such investigation has been addressed for children’s ASR in HMM-based models in the past [12], to the best of our knowledge, it has never been explored for end-to-end ASR.

2. Partial Fine-tuning

In this work, our objective is to conduct a comprehensive exploration of TL, specifically on end-to-end children’s ASR. Previous research in this field has solely focused on HMM-DNN models [12], providing valuable recommendations for improving children’s ASR systems. Nevertheless, such a study is cur-
In our experiments, we used the MyST Children Speech Corpus (MyST) dataset. MyST is one of the largest publicly accessible collections of English children’s speech, comprising approximately 400 hours. It encompasses dialogues between children and a virtual tutor across eight scientific domains, involving 1,372 students in grades three to five. The corpus is pre-partitioned, ensuring equitable representation of scientific domains and unique student occurrences within each partition. However, only 45% of utterances are transcribed at the word level. In our experiments, utterances shorter than one second, mainly containing silence, and those longer than 20 seconds, due to GPU constraints, were excluded. Following this filtering, 75,020 utterances from 736 speakers, totalling 144 hours, remain. More detailed statistics are provided in Table 1.

3.2. Implementation details

All experiments were conducted using the SpeechBrain toolkit [25]. The Transformer model encompasses 12 Transformer layers in the Encoder and 6 Transformer layers in the Decoder. Similarly, the Conformer architecture featured 12 Conformer layers in the Encoder and 6 Transformer layers in the Decoder. Both configurations used a hidden dimension of 512, 8 heads for all Multi-Head Attention (MHA), a Feed-Forward Network (FFN) hidden dimension of 2048, and dropout rate of 0.1. These models were pre-trained on the LibriSpeech dataset [26] a large English adult speech corpus comprising 1,000 hours of data. For reproducibility, these pre-trained models are publicly available¹. Furthermore, for all experiments, the same Transformer language model was employed, trained on 10 million words from LibriSpeech transcriptions. Our training involved 30 epochs with a learning rate of $8 \times 10^{-5}$. Furthermore, a combination of CTC and Sequence-to-Sequence losses was used, with respective weights of 0.3 and 0.7. Finally, all statistical tests performed in this work use SCTK, the NIST Scoring Toolkit [27], specifically Matched Pairs Sentence-Segment Word Error.

¹https://huggingface.co/speechbrain/ASR-Transformer-Transformerlm-librispeech
https://huggingface.co/speechbrain/ASR-Conformer-Transformerlm-librispeech
4. Results

4.1. Encoder-Decoder Transfer learning

Table 2 summarises the results of the impact of isolating fine-tuning of the Encoder and Decoder components only. For the Transformer model, fine-tuning the entire model exhibits a WER of 12.99% using 71.5 million parameters. Isolating the Encoder component leads to an improved WER, with 12.55% WER with a reduced parameter count of 37.8 million. In parallel, fine-tuning only the Decoder underperformed compared to the full model and Encoder-only fine-tuning strategies by achieving a WER score of 15.95% with 25.2 million parameters.

For the Conformer model, the full model TL achieves a WER of 12.28% with 109 million parameters updated. Isolating the fine-tuning on the Encoder yields a remarkable improvement, resulting in a WER of 11.24% with 75.9 million parameters. Conversely, fine-tuning only the Decoder leads to degraded performance, with a higher WER of 16.94% using 25.2 million parameters. Notably, the Conformer architecture consistently outperforms the Transformer across all configurations, emphasising its effectiveness for speech-related tasks, specifically for children’s ASR. Additionally, the results underscore the important role of the Encoder in both the Transformer and Conformer ASR models compared to the Decoder, particularly in capturing the inherent variabilities of children’s acoustics.

For both architectures, we performed statistical tests which showed that the p-value for fine-tuning the Encoder compared to the full model fine-tuning is less than or equal to 0.001. This result indicates the statistical significance and provides evidence against the null hypothesis.

4.2. Layer-wise fine-tuning

Recognising the pivotal role of the Encoder in the success of the fine-tuning process for children’s ASR, our investigation delves deeper into determining the specific layers that are more important during this TL process. To achieve this, we adopted a meticulous approach where we incrementally fine-tuned the Encoder by adding one layer at a time for each fine-tuning experiment. This layer-wise fine-tuning procedure is executed bidirectionally, encompassing both an up-way trajectory, commencing from the input layer, and a down-way trajectory, starting from the output layer of the Encoder. In the up-way trajectory, fine-tuning progresses by adding one layer at a time, starting from the input layer and systematically integrating subsequent layers towards the output layer of the Encoder. Conversely, the down-way trajectory initiates fine-tuning from the output layer, systematically incorporating preceding layers towards the input layer at each experiment. The results of this layer-wise fine-tuning procedure for both the Transformer and Conformer architectures are presented in Figure 2.

In both the Transformer and Conformer, a consistent pattern emerged, adding more layers was found to be consistently beneficial, with optimal performance stabilisation occurring when 10 out of the 12 layers are employed. Interestingly, we observed that it is more advantageous to use TL from the top layers in the down-way direction (i.e., those close to the output of the Encoder) compared to the bottom layers in the up-way direction (i.e., those close to the input of the Encoder). The success of the down-way trajectory indicates that the top layers of the Encoder are the most relevant to fine-tuning for children’s ASR.

4.3. Modules Transfer learning

The results of our Partial fine-tuning experiments, focusing on fine-tuning specific components of Transformer and Conformer ASR models for children’s speech, are presented in Table 3. We decomposed our experiments into three parts. Firstly, we fine-tuned components in both the Encoder and Decoder. Secondly, we partially fine-tuned only the components present in the Encoder, motivated by the results of the Encoder fine-tuning. Finally, we investigated different combinations of fine-tuning components in both the Encoder and Decoder.

4.3.1. Fine-tuning components in both Encoder-Decoder

The baseline performance of the Transformer pre-trained model without any fine-tuning yields a WER of 25.04%. In contrast, the fine-tuning of the entire Transformer model exhibits a noteworthy improvement, achieving a WER of 12.99%. The fine-tuning of the normalisation layers alone results in a WER of 17.00% by using 57.9 thousand parameters. The fine-tuning of the FFN modules outperforms normalisation and full fine-tuning, achieving a WER of 12.19% with a parameter count of 25.2 million. The most important improvement was observed with the MHA modules, which attained a remarkable WER of 11.84% using 37.8 million parameters. Remarkably, both MHA and the FFN modules, when fine-tuned individually, already outperform the full model performance. This implies that the decrease in the number of parameters, coupled with the significance of
these modules, may play a substantial role in the enhanced performances of the fine-tuning process with a limited dataset.

Turning to the Conformer model, the baseline WER without fine-tuning results in 21.75% WER, while full fine-tuning yielded an improved WER of 12.28% with 109 million parameters. Fine-tuning specific Conformer modules offers further granularity. First, the normalisation layers fine-tuning, in a similar way as observed in the Transformer configuration, yields a score of 15.61% WER, with 63.7 thousand parameters. Then, MHA modules proved to be effective by already providing better results than the full fine-tuning with a WER of 11.74%, by training 28.4 million parameters. The convolution modules outperformed the MHA with a WER of 11.67% with fewer parameters used, 9.7 million. Moreover, as in the Transformer model, FFN modules stand out significantly, demonstrating a WER of 11.10% with a parameter count of 63.5 million. Notably, all the MHA, convolution modules and FFN modules, when fine-tuned in isolation, surpass the performance of the full Conformer model. For both Transformer and Conformer, we performed statistical tests which showed that the p-value for fine-tuning the FFN modules compared to the full model fine-tuning is less than or equal to 0.001. This result indicates statistical significance and provides evidence against the null hypothesis.

Given the consistent importance of the FFN components in fine-tuning children’s ASR, we delve deeper into the fine-tuning of the FFN modules. To this end, we identify two ways to subdivide the FFN components of a Conformer model. The first split consists of fine-tuning only Module 1 or Module 2, from Figure 1b). The second subdivision involves focusing solely on the up-linear and down-linear layers of each FFN module, denoted as $W_1$ and $W_2$. Fine-tuning Module 1 and Module 2 achieved WERs of 11.44% and 11.48%, respectively, while $W_1$ and $W_2$ yield WERs of 11.47% and 11.40%, respectively. This fine-grained analysis did not improve the fine-tuning of the full FFN modules, emphasising the importance of fine-tuning the entire FFN modules in Transformer-based end-to-end models.

### 4.3.2. Encoder Only

Based on the findings outlined in Section 4.1, where the significance of fine-tuning the Encoder module for children’s ASR was highlighted, we investigated whether fine-tuning various components solely located in the Encoder of Transformer and Conformer layers would yield better results. It is important to note that for this experiment, we excluded the fine-tuning of Convolution modules, as they are already exclusively present in the Encoder within the Conformer architecture, in other words, $\text{Convoltionmodules}_{\text{encoder}} = \text{Convolutionmodules}$. Our findings revealed that isolating the fine-tuning of Normalisation$_{\text{Encoder}}$, Attention$_{\text{Encoder}}$, and FFN$_{\text{Encoder}}$ modules solely within the Encoder resulted in minimal performance degradation compared to fine-tuning these modules in both the Encoder and Decoder. Notwithstanding, this approach offers the advantage of reducing the number of fine-tuned parameters, while maintaining consistent performance levels.

### 4.3.3. Combination of different components

Furthermore, we investigate the impact of combining different components within both the Transformer and Conformer architectures. In the case of the Transformer model, the results consistently showed that, while all combinations improved upon the full mode fine-tuning, they consistently fell short of the score achieved by fine-tuning the FFN components alone. The most promising combination attained a WER score of 12.19%, by adapting normalisation layers and FFN modules in combination. Similarly, within the Conformer architecture, a comparable trend emerged. While all combinations exhibited improvements compared to the full model, they still lagged behind the performance achieved with the FFN-only scenario. A noteworthy result was the observation that the combination of the FFN and convolution modules proved to be as effective as the FFN in isolation, yielding a WER score of 11.11%. This particular experiment accentuates the notion that employing a single component is more advantageous than utilising combinations, thereby suggesting the benefits of a more parsimonious use of parameters while fine-tuning on a small dataset.

### 5. Conclusion

In this work, we evaluated different fine-tuning levels for children’s ASR, departing from previous whole-network end-to-end fine-tuning. We found that fine-tuning the Encoder is crucial for capturing children’s speech variabilities. Furthermore, when using a small dataset for TL, our partial fine-tuning identifies the adoption of the FFN modules as outperforming the entire model fine-tuning. Overall, this work showed the importance of partial fine-tuning when a small dataset is available, opening the way for better children’s ASR model development. For future research directions, we aim at extending the scope of this study by evaluating the effectiveness of our proposed partial fine-tuning approach on larger models, such as Semi-Supervised Learning models [15] and Whisper [14]. Moreover, we would like to enhance the adaptability of the fine-tuning process by exploring dynamic component selection mechanisms.

---

**Table 3: Partial fine-tuning experiments.**

<table>
<thead>
<tr>
<th></th>
<th>WER</th>
<th># Params</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Transformer</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frozen pretrained</td>
<td>21.75%</td>
<td>-</td>
</tr>
<tr>
<td>Full model</td>
<td>12.28%</td>
<td>109M</td>
</tr>
<tr>
<td>Normalisation</td>
<td>15.61%</td>
<td>63.7K</td>
</tr>
<tr>
<td>Attention</td>
<td>11.74%</td>
<td>28.4M</td>
</tr>
<tr>
<td>FFN</td>
<td>11.10%</td>
<td>63M</td>
</tr>
<tr>
<td>Module 1</td>
<td>11.44%</td>
<td>25.2M</td>
</tr>
<tr>
<td>Module 2</td>
<td>11.48%</td>
<td>25.2M</td>
</tr>
<tr>
<td>Up-linear ($W_1$)</td>
<td>11.47%</td>
<td>31.5M</td>
</tr>
<tr>
<td>Down-linear ($W_2$)</td>
<td>11.40%</td>
<td>31.5M</td>
</tr>
<tr>
<td><strong>Conformer</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frozen pretrained</td>
<td>21.75%</td>
<td>-</td>
</tr>
<tr>
<td>Full model</td>
<td>12.28%</td>
<td>109M</td>
</tr>
<tr>
<td>Normalisation</td>
<td>15.61%</td>
<td>63.7K</td>
</tr>
<tr>
<td>Attention</td>
<td>11.74%</td>
<td>28.4M</td>
</tr>
<tr>
<td>FFN</td>
<td>11.10%</td>
<td>63M</td>
</tr>
<tr>
<td>Module 1</td>
<td>11.44%</td>
<td>25.2M</td>
</tr>
<tr>
<td>Module 2</td>
<td>11.48%</td>
<td>25.2M</td>
</tr>
<tr>
<td>Up-linear ($W_1$)</td>
<td>11.47%</td>
<td>31.5M</td>
</tr>
<tr>
<td>Down-linear ($W_2$)</td>
<td>11.40%</td>
<td>31.5M</td>
</tr>
</tbody>
</table>

**Note:** The results are rounded to the nearest whole number, and the number of parameters is in millions.
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